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Abstract: Synthetic data generation (SDG) is known as the method of training a model with machine learning 
techniques to recognize patterns in a real dataset. The trained model can then be used to produce fresh, or synthetic 
data. Synthetic data generation stands as a pivotal solution at the intersection of data privacy and medical research. 
This review paper covers in detail synthetic data generation approaches and their role in the field of healthcare. The 
article first describes the three major types of synthetic data generation approaches. The paper then continues to 
explore the concept of language modeling that is adapted to AI-generated tools, uses of synthetic data, and its 
applications in healthcare. Moreover, the paper finally highlights the potential challenges that may be faced by the 
healthcare industry associated with the adoption of synthetic data. It was concluded that challenges like complexity, 
bias, and regulation persist, but SDG remains promising for data-driven healthcare. It bridges technology, ethics, 
and innovation for transformative insights. 
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Introduction 

Synthetic data is described as data that has been generated artificially based on a use-case relevant context 
and that accurately captures the appropriate meaning for statistical evaluation in the intended context (which 
includes training and analysis by AI). Synthetic data generation (SDG) is known as the method of training a 
model with machine learning techniques to recognize patterns in a real dataset. The trained model can then 
be used to produce fresh or synthetic data. If appropriately generated, the synthetic data has the potential to 
offer privacy-preserving qualities because it does not map directly to the original data or to actual patients. 

A vast collection of patient records, images, laboratory findings, measurements done on physiological 
environments along with a myriad of other artifacts are produced annually, contributing to the exponential 
growth in the amount of data generated in the healthcare industry. In the future, data-driven learning 
techniques will probably rank among the most important tools in scientific and medical research. 

Algorithms based on artificial intelligence (AI) are being more widely used to facilitate the automation 
of data analysis and to enhance the effectiveness and efficiency of decision-making. Applications of artificial 
intelligence (AI) in healthcare have been studied in a number of areas, such as the detection of pathology 
involved in medical imaging (such as radiography, magnetic resonance imaging (MRI), 
computed tomography (CT), diagnosis of cardiovascular disorders (e.g., electrocardiograms, or ECGs), 
assessment and forecasting of health outcomes utilizing electronic healthcare records (EHRs), as well as data 
mining from the medical literature. 

Data from electronic health records collected from entire populations can be used to test novel ideas, develop 
and evaluate various methodological and statistical strategies, and aid in producing real-world evidence. It is 
also beneficial to carry out secondary analyses of original research data, such as those from clinical trials, 
for conducting meta-analyses of participant-specific data. However, obtaining these data is difficult due to a 
number of intricate privacy restrictions. 

Highly sensitive information might be found in digital health records or data from clinical trials, and 
accessing these datasets can be a costly and extensive process. The main hurdle in accessing data for 
healthcare and research purposes is data privacy regulations. Using generated or synthetic data that offers a 
realistic depiction of the source of the original data is one way around this problem. Synthetic data mimic the 
look of the actual data source but do not include any data of real individuals. Some statistical characteristics 
of the original (real) data source, such as the proportions of categorical data, continuous data distributions, 
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the correlations among variables, as well as other model parameters, can be attempted to be preserved in 
synthetic data. 

Methodology 

A narrative review was conducted through a deep existing literature search using Google Scholar. The 
keywords used for the identification of the articles were “synthetic data”, “healthcare”, “AI-generated data”, 
“medical research”, and “AI models”. A total of 40 full-access articles were selected from a vast literature 
search. Our review specifically focused exclusively on the development of synthetic data, its use, potential 
role, and limitations in the field of healthcare and medicine, while the studies that focused on other fields 
were excluded from our review. Moreover, we kept our search generalized for synthetic data generation 
approaches and models as our study does not focus on any specific AI-generated approach/tool. Majority of 
the articles that were included in our work were the most recent ones (after 2010). However, 5 studies were 
from before 2010 (one from 1968, one from 2003,one from 2009 and two from 2011), considering the most 
pioneer and fundamental studies worth including in our review. The review was then broadly divided into 
sub-headings covering topics such as “Generation of synthetic data”, “Evaluation of synthetic data”, 
“Language models”, “Uses of synthetic data”, “Applications in healthcare”, and “Limitations”.   

Synthetic Data Generation 

Bayesian Networks (Probabilistic Model) 

Bayesian networks (BN) are a form of probabilistic, graphical model in which each node of the graph 
reflects a random variable, and the edges present between the nodes reflect probabilistic dependencies among 
the respective random variables. Through the use of a Bayesian network, the structure of the graph along 
with the conditional probability distributions is calculated from the original data for the purpose of 
generating synthetic data. In Bayesian network, the whole joint distribution is simplified as follows  

 

Where, 

V= set of random variables which represents categorical variables 

xpa(v)= subset of parent variables of “v” 

Two processes are involved in the learning process: (i) learning an acyclic graph with a directed structure 
from the data that expresses every pairwise conditional (in)dependence across the variables, and (ii) 
predicting conditional probability tables for all variables using maximum likelihood. In the first phase, we 
employ the Chow-Liu tree approach, which looks for a first-order approximation of the dependency 
tree for the actual whole joint probability distribution. The approximation provided by the Chow-Liu method 
fails to reflect higher-order dependencies. However, it has been demonstrated to work well for a variety of 
practical problems. The conditional dependence between the variables is encoded in the structure of the 
graph derived from the real data. Additionally, the derived graph also offers a visual depiction of the 
relationships among the variables. By selecting samples from the determined Bayesian network, 
synthetic data can be produced. The main pros and cons of this approach include: 

 BN is technically effective and goes well with the dataset's dimensionality. 

 The causal associations among the variables can also be investigated using the directed acyclic 
graph. 

 Although, factorization of full joint distributions, as shown in Equation 1, is sufficiently general to 
encompass any possible dependence structure, the practical application shows that simplifying 
assumptions about the graphical structure are made to facilitate model inference. These presumptions 
might not adequately depict higher-order dependencies. 

The BN approach is shown in Figure 1 where X1 and X2 are nodes that do not contain incoming edges, thus, 
their values must first be independently simulated. The value for variable X3 is then created from 
distributions that depend on the values of variables X1 and X2 
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Figure 1: Process of Bayesian Network Approach 

 

Multiple Imputations (Classification-based Imputation Models) 

In regard to the process of creating synthetic data, methods based on multiple imputations have become 
increasingly popular, particularly in applications where a portion of the data is deemed sensitive. Among all 
the available imputation techniques, the MICE or "Multivariate Imputation by Chained Equations" has 
recently emerged as a systematic approach for masking private information in datasets with safety 
restrictions. The main idea is to present sensitive information as missing data. The "missing" data is then 
imputed using values provided by randomly sampling models that are trained using the non-
sensitive variables. 

The first variable is randomly selected from the empirical distribution during the sampling phase, and then 
the subsequent variables are drawn at random from the deduced conditional distributions in accordance with 
the topological order. Although generalized linear frameworks are particularly common for modeling 
conditional distributions, additional non-linear techniques like neural nets and random forests can be simply 
included into this framework. The simplified complete joint probability distribution for the MICE variation 
is as follows: 

 

Where, 

V= set of randomized variables depicting the variables that need to be created 

p(xv|x:v)= conditional probability distribution of v-th randomized variable  

It is apparent that the definition of the topological order is very important for the construction of the model. 
Sorting the variables by numbering the levels, either in order of ascending or descending, is a typical 
common approach.  Figure 2 shows the process framework of a multiple imputation approach. In the first 
stage, for constructing M complete data sets (M ¼ 3 shown in figure 2 ), missing data (represented in white 
color) is imputed (represented in dark blue color) in the first stage. Then, each whole set of imputed data is 
examined making use of the conventional techniques like linear regression. Finally, Rubin's rules are used to 
pool the results 

Next, we list the primary pros and cons of the MICE approach: 

 MICE scales to very big datasets, both in terms of the quantity of variables and samples and is 
computationally fast. 

 By appropriately selecting a Softmax or Gaussian modeling for conditional probability distribution 
on a particular variable, it is capable of dealing with continuous and categorical data easily. 

 Although this approach is probabilistic, there is no assurance that the generative model it produces is 
an accurate representation of the data's underlying joint distribution.  

 MICE heavily depend on the topological order of the produced acyclic graph as well as the fact that 
how much the model is flexible for the conditional probability distributions. 
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Figure 2: Diagrammatic Representation Showing the Process of Multiple Imputation Approach 

 

Generative Adversarial Networks or (GANs) 

Recent research has demonstrated that generative adversarial networks or (GANs) are very effective at 
generating complicated synthetic data, like text and images. This approach involves training two neural 
networks in a competitive way, as shown in Figure 3. The first network attempts to produce realistic 
synthetic data and the second network tries to distinguish between real and synthetic data that is produced by 
the first network. A normal convolutional classifier is responsible for down sampling an example to generate 
a probability, while the generator is responsible for taking a vector of the random noise and up 
sampling it. The first one throws away data via down sampling methods such as max pooling, while the 
second one creates new data. During the process of training, each network stimulates the other network to 
perform better. A well-known shortcoming of GANs is that they cannot be used directly for 
producing categorical synthetic datasets since gradients, based on implicit categorical variables needed for 
backpropagation training, cannot be computed. Recent attempts, such as medGAN have used autoencoders 
for converting categorical data into a continuous domain because clinical patient data are frequently mostly 
categorical. After this transformation, GANs can be used to produce synthetic health records or EHR 
i.e., electronic health records. MedGAN, however, only works with data that is binary and countable; it does 
not work with data that is multi-categorical. 

Next, we list the main pros and cons of this approach: 

 MC-MedGAN being a generative technique does not necessitate rigid probabilistic model 
assumptions, in contrast to other techniques such as CLGP, POM, and BN. As a result, it is more 
adaptable than CLGP, POM and BN.  

 It is simple to adapt GANs-based models to handle mixed data types, such as categorical as well 
as continuous variables. 

 The MC-MedGAN model is deep and has a lot of parameters. It takes time and effort to choose 
various tuning parameters ( or hyper-parameters) correctly. 

 Due to the instability of the underlying problem regarding min-max optimization, GANs are 
renowned for being challenging to train. But newly proposed GAN variants, like Wasserstein GANs, 
and their modifications, have greatly reduced the stability issue of training GANs. 

Figure 3: Architectural Representation of GAN Network 

 

Language Models 

Basically, AI language models create language by building sentences out of words they have learned from a 
learned lexicon. Their word choices are influenced by the words' probability distributions discovered through 
the examination of massive amounts of text, often known as training data. For instance, to determine their 
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relative probability distributions, we can count the number of times the words "book" and "bag" appear after 
the sentence "He dropped the..." (for example, 45% for "bag" and 10% for "book")  

A concept known as "word embedding" [e.g., BERT] is employed to capture this combination of 
probability distributions of words and textual contexts. In order to forecast word probabilities, advanced 
neural language models (like GPT-3) learn a multitude of parameters using vast amounts of unmoderated 
data from the Internet . Generic generators for these models are freely accessible online through libraries like 
Huggingface 

Uses of Synthetic Data 

Creating code or performing the generation of preliminary hypotheses and testing prior to deployment in real 
datasets are two important uses for synthetic data. Before accessing original data, researchers might create 
and verify procedures for a certain purpose. Since data access applications are able to be processed 
simultaneously or while waiting for access to data to be granted, this technique saves time. Synthetic data has 
a prominent contribution to preserving the privacy and confidentiality of patient data as it takes less time for 
researchers to access sensitive patient data.  

As it takes less time for researchers to access confidential patient data, synthetic data also contribute to 
privacy preservation. Due to the fact synthetic datasets may be easily shared with other investigators or 
outside parties to validate models and analytical approaches, they can also be employed to increase the 
reproducibility of research. 

Synthetic data may also be employed to speed up methodological advancements in the field of healthcare. It 
helps in training people and improving their capacity building in techniques for managing high-dimensional 
and complex medical data. Moreover, synthetic data can also be a solution for scientists and researchers who 
are busy synthesizing evidence for clinical studies. For instance, researchers conducting a meta-analysis of 
individual patient data utilizing adequate statistics from entire data and who may want to merge data from 
clinical trials that yield individual patient data in addition to from those trials that do not. Additionally, 
synthetic data can also be used to simulate studies for calculating sample sizes for meta-analysis of 
individual patient data to signify previous knowledge in the available information. 

Applications in Healthcare Industry 

Synthetic Structured Data in Clinical studies  

Demographics of the patient, previous medical history, drugs, disease diagnosis, any existing allergies, 
measurements of body vitals, the balance of fluids in the body, lab findings, microbiological findings and 
data, pathological information and certain information linked to, various procedures, therapies and 
photographic imaging are all forms examples of structured, also known as tabular data, in an electronic 
health record. Through various AI softwares, synthetic structured data can be generated from the original 
data of EHR which can further be used for observational clinical investigations. 

Synthetic Natural Language Data in Disease Diagnosis  

An electronic health record consists of large amounts of natural language text/data in the form of notes that 
provide a simplified narrative, highlighting the most important aspects of the patient's course and further 
treatment protocol. This is specifically essential for records of mental health that heavily depend on 
unstructured natural language data/text more than the structured data. Synthetic natural language text/data as 
training data might provide classification results which are comparable to the real data results. An example 
of this is a model that is trained with discharge summaries of the patients, generated synthetically, and can 
predict accurate diagnoses and phenotypes of patients with mental disorders  

Processing of Physiological Signals  

Any unstructured, continuous stream of data, including waveforms, a 12-lead ECG, along with ECG 
telemetry, linked to hemodynamics, is referred to as a physiological measurement. One of the areas in which 
synthetic data of patients have been applied extensively is in the physiological signals processing. 
Particularly, researchers have analyzed the generation of synthetic cardiac signals, also known as ECG’s, 
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photoplethysmograms and phonocardiograms. This in turn allows for the diagnosis of health conditions such 
as bradycardia, ventricular flutter, tachycardia, atrial fibrillation, etc.  

Synthetic Image Generation 

Improvement in categorizing hepatic lesions through CT scans, classifying brain cancers in MRI data, 
identifying COVID-19 via chest radiographs, classifying cancerous cells in histopathological slides, and 
categorizing dermatological lesions in photographs, has benefited from the use of synthetic image 
generation. More specifically, physics-based data augmentations are utilized to boost synthetic data using 
hybrid approaches.  

Conclusion 

The realm of synthetic data generation (SDG) holds immense promise in reshaping the landscape of 
healthcare and medical research. With the exponential growth of data in the healthcare industry and the 
increasing use of artificial intelligence (AI) techniques, the need for innovative data solutions has become 
more pressing. Synthetic data offers a path forward by enabling researchers and practitioners to harness the 
power of data-driven approaches without compromising patient privacy or facing complex data access 
challenges. Through physical and statistical models, synthetic data can emulate the characteristics of real-
world data sources, serving as a bridge between privacy concerns and research needs. The ability to create 
synthetic data that closely mimics the original data’s distribution holds tremendous potential in various 
healthcare applications, such as medical imaging, diagnostics, health outcome prediction, and literature 
mining. However, challenges persist, ranging from the intricacies of simulating real-world complexity to 
addressing unknown variables, biases, and lack of regulatory frameworks. Despite these obstacles, the 
progress in SDG underscores the importance of finding innovative ways to navigate data privacy, 
accessibility, and utilization concerns in the healthcare domain. 
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